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Iraditional architecture for semantic segmentation

Human-designed

DeepLab V3: use human-designed pipeline and ASPP module

(a) Atrous Spatial
Pyramid Pooling
M 1x1 Conv

rate=2 3x3 Conv Concat

rate=6 +
Blockl Block2 Block3 Block4 3x3 Conv 1x1 Conv
B —— rate=12 —
4 v \

J OUtpUt EZ] 3x3 Conv
=18
Image stride 16 rate 16

(b) Image Pooling

L]




Introduction CVPR 2020

Iraditional architecture for semantic segmentation

NAS-based

Auto-DeeplLab: search in the designed space for a single path
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Traditional architecture for semantic segmentation

_Input Output
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All of them are static or fixed for inference
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However, there exists huge scale variance among inputs!

Network architecture of Iarge-scale input
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Thus, inference paths should adapt to the input image. o N X R AR RIS NS,
We need dynamlc rouung for data-dependent arch’tecture! Network architecture of <rnall-scale input
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Dynamic framework for semantic segmentation

Dynamic Routing have the superiority in network capacity
and higher performance with budgeted constraints.

Here, we give the proposed dynamic routing framework:

[ eft:The routing space with layer L and max downsampling rate 32. icht: Dynamic routing process at the node level.
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Dynamic Routing

Dynamic routing space

With the support for multi-scale routes and

skip connection, several classic architectures
can be formulated in similar forms.
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Dynamic routing space

Input Routing Space Output
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Network architecture modeled from Deeplab Vs
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Dynamic routing process

Given the routing space with several individual nodes,
we adopt a basic cell and a gate inside each node.
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Dynamic routing process

Given the routing space with several individual nodes, Soft Conditional Gate:
we adopt a basic cell and a gate inside each node. ~ choose routing paths to the next layer
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Dynamic routing process

Given the routing space with several individual nodes, Soft Conditional Gate:
we adopt a basic cell and a gate inside each node, ~ choose routing paths to the next layer

Gating feature G, = Conv(Pool(ReLU(BN(Conv(X))))) + f5;
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Ablation Studies

We compare with several classic architectures under similar
FLOPs, which are modeled on the same routing space.

Comparisons with classic architectures on the Cityscapes val set
Method Dynamicc Modeled from mloU (%) FLOPSas(G) FLOPSmax(G) FLOPSmin(G)
X FCN-32s 66.9 35.1 35.1 35.1
DeeplabV3 67.0 42.5 42.5 42.5
Handcrafted
U-Net 71.6 53.9 53.9 53.9
HRNetV?2 72.5 62.5 62.5 62.5

Searched Auto-Deeplab 67.2 33.1 33.1 33.1

Dynamic-A Routing-Space 72.8 44.9 48.2 43.5
Dynamic-B Routing-Space 73.8 58.7 63.5 56.8

Dynamic-C Routing-Space 74.6 66.6 71.6 64.3
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Abl G t’ On S tu d’ e S Routing Space

We compare with several classic architectures under similar
FLOPs, which are modeled on the same routing space.

Actually, some paths are always kept with different inputs.
The paths, which are preserved over 957 inferences, are
defined as Common networks.

Comparisons with classic architectures on the Cityscapes val set

Method  Dynamicc Modeled from mloU (%) FLOPSawg(G) FLOPSmax(G) FLOPSmin(G)
X FCN-32s 66.9 35.1 35.1 35.1
Deeplab V3 67.0 42.5 42.5 42.5
U-Net 71.6 53.9 53.9 53.9
HRNetV2 72.5 62.5 62.5 62.5 Routing Space
Auto-Deeplab 67.2 33.1 33.1 33.1 SRS
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Routing-Space 74.6 66.6 71.6 64.3

Dynamic-A

Dynamic-B

4 L A X X X XX X X

Dynamic-C




Experiments CVPR 2020

Visualization

Most of the paths tend to be preserved in Dynamic-Raw.
Different proportions of routes will be dropped if given budgets.

Distribution of route activating probabilities o
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Experiments

Visualization

Most of the paths tend to be preserved in Dynamic-Raw.
Different proportions of routes will be dropped if given budgets.

The expected FLOPs ‘6 (Space) and the resource cost £ -
will be optimized steadily with different budget constraints.
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The optimization process of the expected FLOPs ‘G (Space)
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Results

Compared with previous works, the proposed Dynamic Routing
achieve similar performance with much less resource consumption.

Comparisons with others on Cityscapes dataset with input size 1024x2048. Comparisons with others on PASCALVOC 2012 dataset with input size 512x51 2.

Method backbone mloUtest (%) mloUyq (%) FLOPS (G) Method backbone mloUtest (%) mloUva (%) FLOPS (G)
BiSeNet ResNet-18 DeeplLab V3 MobileNet-ASPP

DeeplabV3 ResNet-101-ASPP DeeplLab V3 MobileNetV2-ASPP

DeeplabV3+ Xception-7 | -ASPP Auto-Deeplab Searched-F20-ASPP

PSPNet ResNet-101-PSP Dynamic Layer| 6
Auto-Deeplab*  Searched-F20-ASPP Dynamic Layer33
Auto-Deeplab™  Searched-F48-ASPP

Dynamic* Layerl 6

Dynamic Layerl 6

Dynamic Layer33

Dynamic Layer33-PSP
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Thanks

For more questions, please contact

www.yanwei-li.com

liyanwei20 | 7@ia.ac.cn
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