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Introduction

Definition of Panoptic Segmentation

Assign each pixel with a semantic label and
unique identity to Things and Stuff.

Difficulties in Panoptic Segmentation

* Conflicting properties of Things and Stuff.
Things rely on instance-aware features, while
Stuff need semantic-consistent characters.
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(c) instance segmentation (d) panoptic segmentation

(a) image (b) semantic segmentation




Introduction

Previous methods satisfy demands separately

* |nstance-awareness for things: box-based [2, 3, 4] or
box-free [5, 6] branch.

o Semantic-consistency for stuff: FCN-based branch.
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Architecture of AUNet [4].
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Panoptic FCN

Panoptic FCN represent them uniformly TIET

* [t encodes each instance into a specific kernel and generates e
the prediction by convolutions directly.

. for things: each thing has unique kernel.

° for stuff: identical stuff has same kernel.
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Panoptic FCN

Unified loss function in Panoptic FCN

* [oss function for position localization
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Results & Analysis

Component-wise Analysis in Panoptic FCN
Ablation studies on kernel generator and feature encoder.

Table 3. Comparisons among different similarity thresholds of ker-
nel fusion on the COCO val set. class-aware denotes only merging
kernel weights with the same predicted class c. And thres indicates
the cosine similarity threshold thres for kernel fusion in Sec. 3.2.

Table 1. Comparisons among different settings of the kernel gen-
erator on the COCO val set. deform and conv num respectively
denote deformable convolutions for position head and number of
convolutions in both heads of the kernel generator.

deform convnum PQ PQ*™ PQst AP mloU class-aware thres PQ PQ"™ PQ* AP mloU
X 1 384 434 31.0 283 399 v 0.80 397 443 329 299 41.7
X 2 389 441 31.1 289 40.1 v 0.85 408 46.1 329 315 41.7
X 3 302 447 31.0 29.6 40.2 v 090 413 469 329 321 41.7
X 4 392 449 308 294 399 v 095 413 470 329 31.1 41.7
4 3 399 450 324 299 412 X 090 412 467 329 309 41.7

Table 2. Comparisons among different positional settings on the
COCO val set. coordy, and coords denote combining coordinates
for the kernel head, and feature encoder, respectively.

Table 4. Comparisons among different channel numbers of the fea-
ture encoder on the COCO val set. channel num represents the
channel number C. of the feature encoder.

e ———————————

coord,, coords PQ PQ'™ PQ* AP mloU channelnum PQ  PQ'® PQst AP mloU
X X 399 450 324 209 412 16 39.9 450 321 308 413
v/ X 399 450 322 300 41.1 32 40.8 463 325 317 41.6
X v/ 402 453 325 304 416 64 41.3 469 329 321 41.7
v v 413 469 329 321 41.7 128 413 47.0 326 326 41.7

B —————




Results & Analysis

Component-wise Analysis in Panoptic FCN
Ablation studies on loss function and feature encoder.

Table 5. Comparisons among different feature types for the feature
encoder on the COCO val set. feature type denotes the method to
gernerate high-resolution feature F* in Sec. 3.3.

feature type PQ PQ* PQ* AP mloU

FPN-P2 406 46.0 324 316 41.3
FPN-Summed 405 46.0 32.1 31.7 41.1
Semantic FPN [17] 41.3 46.9 329 321 41.7

Table 6. Comparisons among different settings of weighted dice
loss on the COCO val set. weighted and k denote weighted dice
loss and the number of sampled points in Sec. 3.4, respectively.

weighted k PQ PQ'™ PQ* AP mloU
X - 40.2 455 324 310 41.3

40.0 45.1 324 309 414
41.0 464 3277 316 414
41.0 46,5 329 321 41.7
41.3 469 329 321 41.7
413 468 329 3211 418

e ———————

Table 7. Comparisons among different training schedules on the
COCO val set. 1x, 2%, and 3Xx schedule denote the 90K, 180K,
and 270K training iterations in Detectron2 [47], respectively.

schedule PQ PQ"™ PQ* AP mloU

1% 413 469 329 321 41.7
2% 432 48.8 3477 343 434
3 X 436 493 35.0 345 438

Table 8. Comparisons among different settings of the feature en-
coder on the COCO val set. deform and channel num represent
deformable convolutions and the channel number C., respectively.

deform channelnum PQ PQ™ PQs* AP mloU

X 64 436 493 350 345 438
v 256 4.3 350.0 356 355 440



Results & Analysis

Component-wise Analysis in Panoptic FCN
Ablation studies on loss function and speed-accuracy.

® Panoptic FCN
""""" Box-based

Ours-600 _.
® Box-free

Ours-S;Z/."' W UPSNet

/W Panoptic FPN-3x

. @® Ours-400
Table 9. Upper-bound analysis on the COCO val set. gt position W CIAE

and gt class denote utilizing the ground-truth position GG; and class & Panoptic FPN-1x
C; in each position head for kernel generation, respectively.

gtposition gtclass PQ  PQ™ PQ* AP  mloU @ RealTimePan

X X 436 493 350 345 438
/ X 498 522 461 382 546 ® Panoptic-DeepLab
/ /659 641 687 455  86.6 VO —
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Figure 3. Speed-Accuracy trade-off curve on the COCO val set.
All the results are compared with Res50 except DeeperLab [49]
based on Xception-71 [/]. The latency 1s measured end-to-end

from single input to panoptic result. Details are given in Table 10.
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Results & Analysis
Results of Panoptic FCN

It surpasses previous box-based and box-free methods with efficiency.

Table 10. Comparisons with previous methods on the COCO val set. Panoptic FCN-400, 512, and 600 denotes utilizing smaller input
instead of the default setting. All of our results are achieved on the same device with single input and no flipping. FPS is measured
end-to-end from single input to panoptic result with an average speed over 1,000 images, which could be further improved with more
optimizations. The simple enhanced version is marked with *. The model testing by ourselves according to released codes is denoted as .

Method Backbone PQ SQ RQ PQ*hr SQft RQ PQst SQ* RQSt Device FPS
box-based

Panoptic FPN [17] Res50-FPN  39.0 - 45.9 - - 28.7 - - - -
Panoptic FPNT-1 x Res50-FPN 394 483 459 809 553 296 733 3777 VI0O0O 17.5
Panoptic FPNT-3x Res50-FPN  41.5 50.5 483 822 579 312 744 395 VIO0O 17.5
AUNet [24] Res50-FPN  39.6 - 49.1 25.2 -

CIAE[11] Res50-FPN  40.2 - 45.3 32.3 2080T1 12.5
UPSNet! [48] Res50-FPN  42.5 52.5 48.6 334 V100 9.1
Unifying [23] Res5S0-FPN 434 53.0 48.6 35.5 -

box-free

DeeperLab [49] Xception-71  33.8 -
Panoptic-DeepLab [6] Res50 35.1 - - -
AdaptIS [40] Res50 35.9 - 40.3 29.3 -
RealTimePan [ 14] Res50-FPN  37.1 - 41.0 31.3 V100

PCV [42] Res50-FPN  37.5 472 40.0 33.7 1080Ti
SOLO V2 [45] Res50-FPN  42.1 - 49.6 30.7 -

Panoptic FCN-400 Res50-FPN  40.7 493 449 34.3 V100
Panoptic FCN-512 Res50-FPN  42.3 512 474 34.7 V100
Panoptic FCN-600 Res50-FPN  42.8 51.6 47.9 35.1 V100
Panoptic FCN Res50-FPN  43.6 526 493 35.0 V100
Panoptic FCN* Res50-FPN  44.3 53.0 50.0 35.6 V00 9.2

e ———————————"
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Results & Analysis

Results of Panoptic FCN

It surpasses previous box-based and box-free methods with efficiency.

Table 12. Experiments on the Cityscape val set. All of our results
are achieved with single scale input and no flipping. The simple
enhanced version is marked with *.

Table 13. Experiments on the Mapillary Vistas val set. All of our
results are achieved with single scale input and no flipping. The
simple enhanced version is marked with *.

Method Backbone PQ PQf* PQst

Table 11. Experiments on the COCO test-dev set. All of our results
are achieved with single scale input and no flipping. The simple
enhanced version and val set for training are marked with * and i.

Method Backbone PQ PQh PpQst Method Backbone  PQ PQ™ PQ*

box-based box-based

Panoptic FPN [17] Res101-FPN 409 483  29.7 Panoptic FPN [17] Res101-FPN 58.1 52.0 62.5

box-based

TASCNet [21] Res50-FPN  32.6 31.1 344

CIAE [11] DCNIOI-EPN - 44.5 49.7 368 AUNet [24] Resl0I-FPN  59.0 54.8 62.1 Seamless [36] ResSO-FPN 362 33.6  40.0
Ggggtet[%j;] AN N o GG UPSNet [48] ResSO-FPN 593 54.6 627 boxfree
Unifying? [23] DCNIOL.FPN 472 535 1377 Seamless [36] Res50-FPN  60.2 55.6 63.6 :
Unifying [23] ResSO-FPN 614 547 663 DeeperLab [47] Xception-71  32.0 - -

box-free AdaptIS [40] Res50 320 266 39.1
DeeperLab [49] Xception-71 343 375 29.6 box free Panoptic-DeepLab [6] ~ Res50 333 - -
SSAP [1U] ReslOL-EPN-— 369 401 32.0 PCV [42] Res50-FPN 542 47.8 589 Panoptic FCN ResS0-FPN 348 30.6 405
PCV [42] RCSSQ'FPN 377407 331 DeeperLab [49] Xception-71  56.5 - - Panoptic FCN* Res50-FPN 369 329 423
Panoptic-DeepLab [6] Xception-71 39.7 439 33.2 SSAP [10] ResSO-FPN 584  50.6 i
Ad?lptIS [40] Re.:sNeXt-lOI 42.8 53.2 36.7 AdantIS 140 Res50 500 558 613
Axial-DeepLab [43]  Axial-ResNet-L  43.6 489 35.6 aptlss [40] es : - :

Panoptic-DeepLab [6] Res50 59.7 - -

Panoptic FCN Res101-FPN 455 514 364
Panoptic FCN DCN101-FPN  47.0 530 37.8 Panoptic FCN ResSO0-FPN  59.6  52.1  65.1
Panoptic FCN* DCNI101-FPN  47.1 532 378 Panoptic FCN* Res50-FPN 614 54.8 66.6

Panoptic FCN*# DCN101-FPN 475 537 382
~




Results & Analysis

Visualization of Panoptic FCN
It achieve fine results on common context and traffic-related scenarios.
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Future Work

More unified localization branch
For example, utilize center to represent Things and Stuff simultaneously.

Simplified panoptic generation
Currently, using argmax for panoptic generation brings 1.4% PQ drop.

More sparse kernel generation
More sparse kernel representation is needed to drop kernel generation.




Thanks

https://github.com/yanwei-li/PanopticFCN

ywli@cse.cuhk.edu.hk
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